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ABSTRACT

We present Bema, a multimodal user interface that enables scholars
of Greek rhetoric and oratory to perform virtual reality studies of
ancient political assemblies at the hill of the Pnyx. Named after the
flat stone speakers’ platform utilized at the Pnyx, the Bema interface
supports the high-level task of gaining a nuanced understanding of
what it would feel like to give or receive a speech together with as
many as 14,000 Athenian citizens and, further, how this experience
must have changed as a result of at least two massive renovations
captured in the archaeological record. Bema integrates solutions for
several low-level interaction tasks, including navigating in virtual
space and time, adjusting data visualization parameters, interact-
ing with virtual characters, and analyzing spatial audio and archi-
tecture. Navigation is accomplished through a World-in-Miniature
technique, re-conceived to support multi-touch input within a 4-
wall Cave environment. Six degree-of-freedom head tracking and a
sound level meter are used to analyze speeches delivered by users.
Comparative analysis of different historical phases and assembly
sizes is facilitated by the use of crowd simulation to generate realis-
tic spatial arrangements for the assemblymen and staged animated
transitions that preserve context while comparing two or more sce-
narios. An evaluation with our team’s scholar of ancient Greek
rhetoric and oratory provides support for the most important design
decisions and affirms the value of this user interface for experiential
analysis.

Index Terms: 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtual reality

1 INTRODUCTION

In recent years, research in 3D user interfaces has matured to the
point that application designers now have a host of possible tech-
niques and solutions to address the “classic 5” tasks [5] of Selec-
tion, Manipulation, Navigation, Symbolic Input, and System Con-
trol. Despite these recent advances, application designers still strug-
gle to understand how best to integrate individual interaction tech-
niques into complete interfaces and applications. To address this
gap, one thing that is needed is additional research and case studies
that focus on high-level tasks (e.g., data understanding, experiential
learning and analysis) as motivated by complex real-world prob-
lems and datasets.

To this end, we present Bema, a multimodal 3D user interface
for use in virtual environments (Figure 1). Bema supports the high-
level task of gaining a nuanced understanding of what it would feel
like to give or receive a speech together with as many as 14,000
Athenian citizens gathered at the Pnyx and, further, how this ex-
perience must have changed as a result of at least two renovations
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Figure 1: The Bema interface for experiential analysis of mass gath-
erings and political assemblies, applied here to study the speech
giving and receiving on the hill of the Pnyx in ancient Athens.

captured in the archaeological record. Bema was iteratively de-
signed together with a scholar of ancient Greek rhetoric and oratory.
The data visualized in the current application of Bema to the Pnyx
site are based upon archaeological evidence, ancient texts, and first
hand observations. The high-level data analysis tasks come directly
from the research questions of the our team’s scholar. Specific ques-
tions include:

e How many audience members could attend meetings in this
structure and what would it feel like to speak to 6,000 audi-
ence members or more? (Ancient texts tell us that 6,000 is the
special number required to reach a quorum.)

e What does the structure itself suggest about how auditors were
arranged and speakers were positioned?

e What demands did the structure make on the speaker to be
seen, heard, and understood, and on the auditors to see, hear,
and understand?

e Finally, how do the answers to these questions change over
time, i.e., in regards to the three different stages in the archi-
tectural evolution of the Pnyx?

The Pnyx site is of enormous historical importance; it is widely
regarded as the birthplace of democracy, but despite decades of in-
tensive study, many fundamental features of the site remain in dis-
pute. Why then, do the “problem([s] of the Pnyx” [12], including
the research questions above, remain open and highly debated? We
argue that a key reason for this is that answering these questions re-
quires experiential analysis — a first person method of data analysis
that goes beyond reading texts and performing statistical tests and



is particularly elusive for studies that treat cultural performances
and other intangible aspects of ancient history. This is the type of
analysis that can, in theory, become one of the most exciting appli-
cations of visualization in head-tracked, stereoscopic virtual reality
(VR) environments, but only if appropriate user interfaces can be
coupled with the visualizations to enable experts to engage deeply
with and question their data.

Bema enables experiential analysis of the Pnyx by integrating
solutions for several low-level tasks, including navigating in space
and time, adjusting data visualization parameters, interacting with
virtual characters, and analyzing spatial audio and architecture.
Navigation is accomplished through a World-in-Miniature tech-
nique [27] re-conceived and updated to utilize multi-touch input
within a 4-wall Cave environment. Visualization settings and sys-
tem control operations are also performed via the multi-touch de-
vice, which is located on a pedestal placed inside the Cave. Six
degree-of-freedom head tracking and a sound level meter are used
to analyze speeches delivered by users; this provides scholars with a
method to experience, visualize, and understand the extreme effort
it would have required to speak at a volume that could be under-
stood by the assembly. Crowd simulation is utilized to generate re-
alistic spatial arrangements for the assemblymen, a key for creating
a realistic experience.

The study of poorly preserved ancient sites often requires engag-
ing with competing scholarly hypotheses and reconstructions. This
factor is multiplied in the case of the Pnyx, a structure that under-
went two major alterations in the course of its use. Accordingly,
the interface is designed specifically to facilitate comparing two or
more scenarios, where scenarios are defined by three parameters: 1.
the historical phase of the Pnyx (we call these Phase I, II, and III), 2.
the size of the assembly (varies from 1,000 to 14,000 citizens), and
3. the crowd simulation method utilized to place the assemblymen
(our contributions include a comparison of two alternative state-
of-the-art techniques). One interesting component of the interface
employed to facilitate this comparison is adapting “staged anima-
tion,” as studied in the information visualization research commu-
nity, to the problem of maintaining context while traveling virtually
through space and time.

The primary contribution of this paper to the 3DUI community
is a case study — a detailed account of how 3D user interfaces can be
adapted, extended, and combined to produce a useful data analysis
environment. By discussing the iterative design process and lessons
learned, we demonstrate that the application to the Pnyx is complex
and requires careful design. We hope that others in the research
community can benefit from our account of the process and design
decisions made in developing Bema.

The remainder of the paper begins with a discussion of related
work in user interfaces, immersive visualization, and applications
to cultural heritage. We then present some additional background
on the Pnyx and describe the data we utilize and generate for the
study. Then, we describe the Bema interface in detail. Finally, we
report on results and user feedback.

2 RELATED WORK

Our work builds upon recent research in 3D user interfaces and im-
mersive data visualization and extends the use of these techniques
in the context of cultural heritage.

2.1 Interaction Techniques and 3D User Interfaces

Bema’s navigational interface builds upon early 3D interaction
techniques, such as the world-in-miniature (WIM) [27], but rein-
terprets the work within the modern context of a Cave display aug-
mented with a 2D multi-touch tablet. This is similar to the multi-
touch table and display wall configuration utilized by Coffey et
al. [6], with the exception that the 3D display utilized for Bema
is a 4-wall Cave that more completely encloses the user. This has

implications for the appropriate role for rotating the WIM, a topic
discussed later in the paper.

In Bema, the multi-touch display is placed on a pedestal inside
the Cave, and in this respect, the interface is also related to a va-
riety of systems that have utilized smaller 2D displays in conjunc-
tion with larger 3D immersive displays. Over the years, the phys-
ical configurations of interfaces in this style have varied greatly,
ranging from tracked transparent hand-held props [7] to pen-based
tablets [4] to hand-held multi-touch smartphones [15]. We place the
display on a pedestal for several reasons. First, this allows us to use
a relatively large (and heavy) high-resolution multi-touch display
that we can leverage to present 2D data as part of the integrated
visualizations. Second, this leaves the user’s hands free to gesture,
interact with colleagues, take notes, etc. Third, we hypothesize that
standing in front of this physical pedestal actually positively con-
tributes to the level of immersion experienced when delivering a
speech to a virtual audience.

The visuals and touch interface itself are similar to the view
based navigation technique presented by Ajaj et al. [1], but Bema
differs in the complexity of the models and tasks analyzed, the mul-
tiple scenarios depicted together within the 2D plan views, and the
use of an immersive display that almost completely surrounds the
user. Our work also relates to a long-standing line of 3D user inter-
face research that investigates how best to combine speech, gesture,
3D tracking, and other forms of computer input to create coherent
multimodal interfaces (e.g., [3, 14, 19]). We believe that our use
of speech is unique in this context. Rather than using speech as
a means of issuing “key word” or natural language commands to
the computer, we utilize speech (volume data coupled with head-
tracking data) to create an interactive visualization of speech intel-
ligibility metrics that are evaluated in real time for each assembly-
man based upon speech input from the user.

2.2 Applications to Cultural Heritage

The rapidly increasing utilization of interactive 3D tools in cultural
heritage studies has been well documented (see, e.g., [8]); however,
much of this work has been limited to digital documentation, re-
construction, and preservation of tangible objects. There has been
comparatively less work on visualizing ancient performance and
performance spaces. Noteworthy exceptions include the Theatron
project, focused on detailed modeling of stage constructions repre-
senting several distinct periods of theatre history [16]. The three-
year (2003-2006) EU cultural heritage project ERATO likewise fo-
cused on ancient drama, but also musical performance, including
simulating the acoustics of the ancient theaters and behavioral mod-
eling of large virtual audiences [23]. Finally, the Virtual Paul’s
Cross project is devoted to the visual and acoustical recreation of
the occasion and setting for the public sermon delivered by John
Donne in Paul’s Churchyard, London, on November 5, 1622 [30].
None of these projects utilize techniques that would be considered
state-of-the-art from the standpoint of the 3D user interfaces re-
search community.

The most closely related work to ours is that of the AR-
CHAVE project, which involved a reconstruction of the Great Tem-
ple of Petra [29]. In addition to providing a new opportunity for
scholars to visit the site in a virtual context, one of the interest-
ing findings from this research was the benefit to researchers who
had previously visited the site in person and participated in exca-
vations. Since the Cave display provided a first person view of
the reconstruction, the researchers were able to match their spa-
tial understanding of the site in VR with the perceptions they had
formed in their time at the physical site. ARCHAVE utilized pinch
gloves for 3D selection, virtual flying with input from a tracked
six degree-of-freedom wand for navigation, and other 3D interac-
tion techniques to enable a new process of immersive data analysis.
Like ARCHAVE , but unlike most cultural heritage applications that
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Figure 2: 3D models showing the evolution of the Pnyx assembly area and relative size of the three phases. Phase I was constructed in the
early 5th century BCE, phase II is dated to ca. 404 BCE, and phase III to the second half of the 4th century BCE.

focus on preservation and presentation in museum settings, Bema
explores the utility of a novel 3D user interface for data analysis
performed by expert scholars.

3 STUDYING AND MODELING THE PNYX

Our user interface design decisions can be best illustrated with ref-
erence to our case. To more clearly isolate the “problem[s] of the
Pnyx” [12], we present a brief survey of relevant scholarship. Then,
we describe the modeling process and data that we utilize for both
architecture and the assembly.

3.1 Scholarship and Open Questions

Reforms enacted in Athens in 508/507 BCE increased the polit-
ical authority of the demos, the People, giving rise to the earli-
est, and what would prove the most successful democracy in an-
cient Greece. Meetings of the Assembly (ekklesia), held on a reg-
ular basis and open to all adult male Athenian citizens, were occa-
sions to debate and vote on measures governing foreign relations,
state finances, and the management of religious affairs and state-
sponsored festivals; in all such matters, the People had final say. At
some time between about 500 and the 460s when further democratic
reforms assigned still greater authority to the demos, the Athenians
constructed a space for these large meetings on the northern slope
of the Hill of the Pnyx, a few hundred meters to the south of the
city’s civic and commercial center (agora). Here, 6,000 or more
citizens would meet in the open air as often as forty times a year to
deliver and hear speeches, and then vote, usually by show of hands,
to determine the policy that seemed best to the majority [2].

The Pnyx served as the primary site for Athens’ political as-
semblies until at least the late fourth century BCE. Today, the
site’s symbolic significance as the “cradle of democracy” is perhaps
greater than ever. Yet even after decades of study, many aspects of
the Pnyx remain enigmatic. After small-scale archaeological ex-
ploration in the mid-19th and early 20th centuries, comprehensive,
though not entirely complete, excavation of the site was conducted
in the 1930s [18]. The chief finding was that the meeting place
had undergone two major reconstructions over the course of its use,
and the combination of available evidence permitted the excavators,
Kourouniotes and Thompson, to propose an account of the struc-
ture’s evolution. In each of its three phases, the assembly area was
unroofed and roughly semi-circular in form. The auditorium proper
was an expansive open space in the first phase (Pnyx I), up to 40 m
deep and 60 m wide. In its second phase (Pnyx II), constructed
at the end of the fifth century BCE, the orientation of the audito-
rium was reversed; in this new configuration, the audience, which
had formerly faced north, now faced a speaker who would have ad-
dressed them from the south. Pnyx III retained this new orientation,
but the auditorium, built up with an enormous quantity of earth fill,

was greatly enlarged to 60 m deep and almost 120 m wide, a struc-
tural feat made possible by the use of a massive stone retaining wall
substantial parts of which are visible on the site today.

While most scholars accept the basic elements of this account,
the ambiguous nature of the archaeological and literary evidence
currently supports divergent views on surprisingly large number of
fundamental matters. Among matters in dispute, questions con-
cerning the size and capacity of the auditorium in its three phases
have had special urgency, especially insofar as they figure in the ef-
forts of political historians to determine levels of attendance and cit-
izen participation — and their change over a 200 year span — in the
world’s first and perhaps the most celebrated democracy. Another
fundamental, possibly related question concerns the motivation for
the dramatic and obviously difficult reorientation of the auditorium,
and how this change and the generally expanding size of the venue
— and, evidently, of the audience it held — affected its suitabil-
ity as a venue for public address and collective political decision
making.

3.2 Architectural Modeling

Figure 2 depicts the three models of the Pnyx corresponding to the
three phases described previously. These models are the result of
years of work from members of our team. They are created to scale
and use a common coordinate system so that they can be superim-
posed on top of each other. However, one of the most interesting
changes from phase to phase is that the slope of the hillside was
reversed in the later phases by filling it with earth. So, if superim-
posed, the Phase I model would actually lie underground in Phase
II and Phase III. These architectural data serve as the foundation for
the visualizations and interfaces developed.

3.3 Crowd Simulation

The conventional method of estimating the maximum occupancy
of a bounded space of even ground divides the total surface area of
this space by the area occupied by each person. This method is used
in the literature to debate the possible capacity of the Pnyx at dif-
ferent stages [10, 25]. It provides a reasonable first approximation;
however, it assumes an unrealistic packing of people into the space
and does not lend itself to visualization of an audience positioned
within a 3D reconstruction.

To address this, we generate assemblymen datasets using crowd
simulation. The Pnyx proves to be an unusual case study for crowd
simulation techniques. It is unlike more formal gatherings where at-
tendees have assigned seats (e.g., [24]), and it is unlike typical uses
of crowd simulation for planning evacuations, reenacting histori-
cal battles, or simulating pedestrian movement in urban areas [20].
Thus, in order to create a realistic distribution of assemblymen, we
had to modify existing models.



Figure 3: The user interface displayed on the multi-touch table. Left: Just before a rotation. Right: Just after using a 2-finger touch gesture to
rotate the map; note that the 3D geometry displayed in the Cave rotates in correspondence with the map.

We adapted two state-of-the-art agent-based techniques: the Op-
timal Reciprocal Collision Avoidance (ORCA) navigation method
proposed in [28] and the Predictive Avoidance Model (PAM) intro-
duced in [13]. Both approaches account for the ability of agents to
predict collisions in advance and adjust their paths to avoid these
upcoming collisions. However, there are some key differences be-
tween them that influence the way in which assemblymen are dis-
tributed in the Pnyx, especially in dense scenarios. Because ORCA
provides guaranteed collision avoidance between agents, agents can
be viewed as ‘hard spheres’ of an exact radius and hence they can
walk arbitrarily close to each other. In contrast, PAM agents rely on
Newtonian forces to avoid collision. These forces scale as agents
get closer to each other, resulting in a ‘soft sphere’ model. This
encourages agents to keep some separation from each other unless
they are being pushed together by the crowd pressure. Currently,
we use these two simulation models only to compute a realistic dis-
tribution of assemblymen. In the future, we believe there is a great
opportunity to extend this approach to also simulate audience be-
havior during a speech.

A principal parameter for our simulations is given by our as-
sumption that an average ancient Athenian assemblyman occupies
60 cm in width (side-to-side shoulder width) and 30 ¢m in thickness
(chest thickness). This is in reasonably good agreement with pa-
rameters utilized in previous literature. For example, Hansen [10]
argues that the area occupied by each seated assemblyman was
0.4m?2, and Stanton [25] proposes an area of 0.23m? per person.

We simulated crowds entering the Pnyx and finding a place to
stand for all three historical phases (Pnyx I, II, and III) and for
crowds ranging in size from 1,000 people to 14,000 people. In all
of our simulations, each agent was given the goal of approaching
the raised platform where the speaker stood. In Pnyx I, the agents
entered the auditorium from two areas located at the left and right
of the speaker’s platform. In Pnyx II, agents entered from the two
staircases of the auditorium, and in Pnyx III agents entered from the
large central staircase. During the simulation, each agent moved to-
wards its goal while avoiding collisions with the other agents and
the walls of the Pnyx.

Because the crowd density increased as the agents gathered
around the speaker-area, only a few of them could actually reach
their goals. To adapt our simulations to this situation and restrain
agents from continually trying to penetrate dense areas, we devised
the following approach. When an agent encountered an area of high
density, it attempted to stay in place, rather than advance toward the
speaker. This allowed the agents to be close to the speaker when the
crowd density was low, and spread across the auditorium when the
crowd density was high.

This entire simulation process resulted in a database of different

possible assemblies, parameterized by the historical phase of the
Pnyx (I, II, III), the number of assemblymen (1,000 - 14,000 in
increments of 1,000), and the crowd simulation algorithm utilized
([28] or [13])).

4 BEMA: A 3D USER INTERFACE FOR EXPERIENTIAL DATA
ANALYSIS

This section describes the Bema interface in detail.

4.1 First Person Immersion

Bema is designed for use in a 4-wall Cave environment as shown
in Figure 1. Scenes are rendered interactively using head-tracked
perspective and quad-buffered stereo using a combination of cus-
tom virtual reality software and the OpenSceneGraph engine [21].
Although photorealistic rendering has not been our first priority,
we do utilize several techniques to enable real-time rendering and
realism. The assemblymen are rendered using an adaptive level-of-
detail approach, which reduces the polygon count for models that
are far away from the user. To form the assembly, a model for each
assemblyman is first selected at random from a small set of key
character models. Then, before placing the model at the assem-
blyman’s assigned position, a small perturbation is applied to the
model to create some additional variation in the crowd. As shown
briefly in the accompanying video, we have also experimented with
applying randomized listening behavior animations to the charac-
ters. A multi-touch surface is mounted on a pedestal inside the
Cave so that it is held at a comfortable height above the ground.
The surface is also a display, so it provides both multi-touch input
and a fifth display. In our current implementation, both the Cave
walls and the multitouch display are driven by a single computer
with two 2.5 GHz Intel Xeon E5-2640 processors and three NVidia
Quadro K5000 graphics cards.

As shown in Figure 1, scholars typically stand behind the
pedestal so all walls of the Cave are visible. (Although it is un-
likely that ancient orators in the Pnyx used a lectern, the height
of the pedestal and its position within the Cave workspace put the
user in the position — quite familiar today — of standing behind a
lectern to address an audience. In this respect, the arrangement well
suits the visualization’s emphasis on an immersive experience of or-
atorical performance.) Users are not, however, limited to remaining
set in a single position. The view is head-tracked (11 camera Op-
titrack system, NaturalPoint Inc., Corvollis, OR, USA); so, when
turning to look to the side or stepping to a different section of the
Cave, the perspective of the computer graphics is updated in real
time.



Figure 4: View from the speakers’ platform in Pnyx II.

Figure 5: View from within the assembly in Pnyx II.

4.2 Navigating in Space and Time

Bema’s navigational interface is a modern-day interpretation of the
classic World-in-Miniature technique [27]. In addition to display-
ing the WIM on a multi-touch surface rather than as a projection
in space, the WIM here is unique in that it displays multiple ver-
sions of the scene superimposed. The versions correspond to the
three historical phases of the Pnyx. The currently-displayed phase
is highlighted as shown in Figure 3, and dotted outlines depict the
key architectural features of the other phases.

Users travel through the virtual space by reframing this “map”
view through direct manipulation touch gestures. Following the
typical multi-touch manipulation technique, touch with a single fin-
ger translates the map with a 1-to-1 correspondence between fin-
ger movement and map movement, and touch with multiple fingers
does the same while also rotating the map if the finger positions
indicate a rotation.

As illustrated in Figures 3-5 and the accompanying video, the
virtual position of the Cave relative to the Pnyx models updates in
real time based on these gestures. The Cave position is indicated on
the map by the crosshairs at the center of the map window. Note that
these crosshairs never move, so in this interaction technique, the
user moves the map relative to a fixed Cave icon, rather than moving
a Cave icon relative to a fixed map. There is conflicting evidence
in the literature regarding which of these two possible approaches
to designing map-based navigational techniques is preferable (e.g.,
[1]). Our intuition is that for the general case users might find it
more natural to move a “you are here” marker on a map rather than

the other way around. However, for this particular application, we
believe the design choice we have made is appropriate. As in Ajaj
et al.’s view-based method [1], when users rotate the virtual map
in Bema, the virtual model rotates in the same way so that the user
is never required to perform a mental rotation in order to relate the
two complementary displays.

Our justification for this design decision begins by recognizing
that we are using a semi-immersive display. If we were working
with a fully-immersive display, we could leverage the well-known
advantage of these displays [17] and rely upon head-tracking alone
in order to view the whole scene — there would be no need for a
special rotation widget or interface since the user could simply turn
around to view the scene from any direction. With our 4-wall semi-
immersive Cave display, some interface to rotate the scene is re-
quired in order to look behind us. For analysis of the Pnyx site
in particular, we reason that this scene rotation operation will be
frequent — recall, the speaker’s position flips by 180 degrees when
moving from Phase I and II. Since our application relies heavily
upon maintaining good spatial awareness and large rotations of the
scene will be required frequently, we argue that reducing the cogni-
tive load that would be required for the user to match the orientation
of the map with the orientation of the virtual world is an important
design goal. Our interface meets this goal by enforcing the con-
straint that the two displays always stay in alignment.

As the user navigates, the interface also adjusts the vertical po-
sition of the model so as to maintain the constraint that the user’s
physical feet touch the virtual ground. To keep the motion of the
virtual model smooth, the constraint is implemented as a gradual
animation. Thus, when moving over rough terrain, the model grad-
ually “settles” to the correct height rather than “jumping” up and
down throughout the navigation.

Navigation in time (across the different phases of the Pnyx) is ac-
complished via a touch-activated timeline widget that is displayed
horizontally just below the map as shown in Figure 3.

4.3 Interacting with the Assembly

Additional visualization system controls on the right side of the
multi-touch display include a slider to adjust the size of the vir-
tual assembly gathered at the Pnyx and a toggle to select the crowd
simulation method utilized to position the assemblymen.

The most innovative interaction to perform with the assembly
is an interactive visualization of speech intelligibility. Motivated
by the potential to utilize VR for exposure therapy, controlled
studies have previously demonstrated that VR users feel a strong
sense of presence when performing tasks in front of virtual audi-
ences [22, 26]. Informally, we notice a similar reaction — stand-
ing on the speakers’ platform and looking out at the Pnyx assembly
elicits a sense of how daunting it must have been to deliver a speech
to such a large assembly. To reinforce this and provide an opportu-
nity for experiential analysis of the actual volume with which one
would have to speak in order to be heard in the various phases of the
Pnyx, the Bema interface analyzes the user’s speech and provides
an interactive visualization of speech intelligibility via a color map
applied to the assemblymen models as shown in Figure 6.

In the current implementation, a simplified model for speech in-
telligibility is utilized. (In a parallel research thrust we are develop-
ing a set of more complex and precise acoustic simulations for each
phase of the Pnyx that we plan to substitute as they come online.)
The current model treats the speaker as a directional sound source
and is a function of several parameters: speech level as recorded
from the sound level meter (s), distance from the speaker (d), the
speaker’s heading vector as reported by the head tracker (h), and
the vector from the speaker to a listening position (/). For a given
listening position defined by d and /, the model returns SI:

s(I-h)

SI = 7

(€]



Figure 6: The first person real-time visualization of speech intelligibility shown within Pnyx III.

Figure 6 shows the result of evaluating this equation once for each
member of the assembly and applying a sequential color map to the
results. Our implementation utilizes an I-CubeX Loud v1.3 sensor
attached to a Wi-microDig v6.1 (Infusion Systems Ltd., Montreal,
Canada) for input, and s is recalculated at each rendering frame
based on a weighted average of the most recent few seconds of
sensor readings.

In addition to the visual presentation of speech intelligibility,
Bema can also operate in a virtual orator mode wherein a virtual
character recites in ancient Greek the text of Demosthenes’ Third
Philippic. The audio is rendered in the virtual environment via an
eight speaker spatial audio system (one speaker at each corner of
the Cave structure). The speech audio level is adjusted according to
equation 1, but, in this case, the speaker’s position is set to that of
a virtual orator standing on the speaker’s platform and the listening
position is set to the position of the user in model space coordinates.
The resulting speech audio is mixed with crowd and wind noise.
Currently, these are assumed to be at a constant level throughout the
model; however, accurate simulation of these aspects of the model
is also part of future research plans.

4.4 Facilitating Comparative Analysis

Comparative analysis is a fundamental problem in data visualiza-
tion, one that has received renewed interest in recent years. How-
ever, much of this work has focused on 2D information visualiza-
tions. While visual superposition, juxtaposition, and hybrids are of-
ten useful for comparative 2D visualization [9], these techniques are
less directly applicable to first-person immersive 3D visualization
since it is difficult to stand inside two or more virtual worlds simul-
taneously. Therefore, the Bema interface adopts the approach of
registering all three models of the Pnyx within the same coordinate
system but displaying one model at a time. To facilitate comparative
analysis, particular attention is paid to supporting the cognitive task
of maintaining spatial context while transitioning between phases.
Maintaining context during transitions is accomplished via a
“staged” animated transition. Staged animations have proven use-
ful for maintaining context during transitions between 2D statistical
graphics [11], and Bema introduces a reinterpretation of this tech-
nique for transitioning between co-registered 3D models that differ
in the altitude of the ground plane. The first stage of the animated
transition is a cross-dissolve (implemented via alpha blending) that
causes the previous model to fade out of view and then, the next
model to fade into view. During this short transition, which lasts
two seconds, key geometric features on each of the models are si-
multaneously visible, enabling users to create a mental model of the
correspondence. Importantly, the viewer’s height relative to the vir-
tual model does not change during this first transition. This makes

it easier for users to understand the spatial relationships, but since
Pnyx I, II, and III have different altitudes for the ground plane of
the model (due to renovations between phases), this also means
that the user may be “underground” or “floating in the air” after
the first stage of the transition. The second stage of the transition
is then to gradually “settle” the user to the ground, animating the
vertical position of the virtual model relative to the Cave until the
virtual ground plane aligns with the physical position of the user’s
feet. During both stages of the animation, a virtual surveyor’s meter
stick is displayed in front of the user. This further helps to compare
the architecture of the two phases and makes explicit the dramatic
changes to the hillside of the Pnyx.

5 EXPERT USER EVALUATION

Since Bema was designed specifically to support expert users, our
evaluation is structured as a discussion of the series of insights ob-
tained through user feedback with our team member who is an es-
tablished professor and scholar of ancient Greek rhetoric and ora-
tory.

5.1 Methodology

Bema has been developed over the course of almost three years, and
the interdisciplinary research team met regularly during this period
to review and critique the interface. The use of the multi-touch
display and the navigational interface both underwent two major
design-evaluate-redesign cycles; so our results include comparative
evaluation with the alternative interaction techniques that were first
implemented.

5.2 Results and User Feedback

The accompanying video provides several examples of the inter-
active visualization system. The user feedback presented here is
organized based upon the most important design decisions made in
developing the user interface.

5.2.1 Use of Immersive First-Person Visualization

Preliminary analysis of the 3D models depicted in Figure 2 was
conducted via desktop-based visualization; the first aspect of the
interface to assess is, therefore, the design decision to utilize an
immersive, head-tracked stereoscopic visualization. In addition to
immediately identifying a modeling error that was missed through-
out months of desktop-based visualization, we found that the 3D
head-tracked stereoscopic view facilitated a variety of new spatial
analyses of the site. One example comes from an analysis session
where our Pnyx scholar was examining the slope of the hill after the
renovation from Pnyx I to II, “This is a 4-degree slope ... and we
used it [when we created the 3D model of this Phase] because that



is what the excavators suggested ... you can see here, at 4 degrees it
makes perfect sense. You’re preserving a sight line with a minimal
amount of effort.” We found this type of spatial analysis more im-
mediate, natural, and accurate in the Cave as compared to desktop
environments.

We were also curious about the extent to which scholars who
had visited the Pnyx site in the past would relate their prior real-
world experiences with the virtual experience provided by Bema,
something cited as a key advantage of the ARCHAVE system dis-
cussed in related work. We see strong evidence for this, for ex-
ample, during one Bema session our Pnyx scholar felt compelled
to relay to the group what he had observed at the physical Pnyx
site with reference to the virtual model, “I can stand right here, and
these benches [pointing with his hand and looking to the left] are
deteriorating, and these here [now pointing and looking to the right]
are almost gone — you can only make out a couple of cuts [in the
stone bench], and we know [from archaeological photos and draw-
ings] it was better 50 years ago, so it’s degrading.” Here, the utility
of a head-tracked, immersive view is obvious. Our experience is
that this is a powerful catalyst for new discussion and thinking.

5.2.2 Navigation and Context-Preserving Transitions

The navigational interface described in Section 4.2 was designed in
response to feedback on an earlier 3D wand-based interface for vir-
tual flying. Our Pnyx scholar reported, “this is for me many, many
times better... specialists are very familiar with these superimposed
plans.” Together, we reason that there are distinct advantages of
the current design. First, since the plan views in the WIM illus-
trate multiple phases superimposed in the same image, they pro-
vide more information compared to the alternatives of navigating
without the use of a WIM or displaying a more traditional WIM
that is rendered as 3D miniature instance of the virtual world. Sec-
ond, the touch-based interface is easier to control and less fatiguing
than a wand, especially for users who have not previously worked
regularly with 3D user interfaces in VR.

The staged animations described in Section 4.4, which were de-
signed to preserve a sense of context while transitioning between
scenarios, were successful. What’s more, they were utilized during
analysis sessions for a style of comparative analysis that we had not
anticipated during design. Our Pnyx scholar developed a strategy of
repeatedly transitioning back and forth between phases. In one in-
stance he reported, “what I am doing right now is testing/checking
different things about the model. The stairs right here [spoken at the
beginning of the cross disolve stage of the animation] relate to the
stairs in this phase that cut in right here [spoken at the end of the
cross dissolve].” He continued, “these stairs don’t exist, it’s been
carved away [at the beginning of another cross dissolve], but on
this surface, there is a slight trace of steps [at the end of the cross
dissolve].” Thus, repeatedly transitioning back and forth between
phases served even more of a role in comparative analysis than we
had intended. Rather that simply aiding the process of maintaining
context during transitions, this proved to be a useful direct tech-
nique for visual comparison.

5.2.3 Comparing Different Assemblies

The ability to compare assemblies using different viewpoints,
phases, and assembly sizes integrated into a single interface was
evaluated as critically important: “having the variability available
for all of these — all within your control with an intuitive way to
move between them — is fantastic. I didn’t realize that going into the
project.” Figure 7 shows example views from one analysis session.
Viewing Phase I with 5,000 assemblymen provided a visual check
that the reconstruction (both architecture and assemblymen) makes
sense; the assembly fits within the available space. With 6,000 as-
semblymen, we observe that the assembly is full, some people must
stand on the hillside and on the walls — just what would have hap-

(a) 5,000 assemblymen (b) 6,000 assemblymen

Figure 7: Pnyx I with different size assemblies as simulated with
PAM. The circled area shows that it has reached its capacity.

(a) ORCA

(b) PAM

Figure 8: Comparison of a maximum capacity arrangement of the
assembly as calculated by the two crowd simulation methods tested
— 14,000 assemblymen in Pnyx III.

pened in ancient Athens. Upon seeing this, our Pnyx scholar re-
ported, “I’m getting a lot of confidence in what this shows.”

This statement of confidence is an example of an outcome from
the high-level task of analyzing through experience how different
assemblies may have fit within the space of the Pnyx. What we ob-
served during analysis sessions is that insights come, new hypothe-
ses are formed, and confidence builds over time as the various user
interfaces described here are utilized in combination. Often, a first
step is to explore the space and architecture, navigating through
space and between different phases of reconstruction, then atten-
tion often turns toward analysis of the assembly and implications
for how speeches must have been delivered and received.

Figure 8 illustrates an example of differences observed between
the two crowd simulation algorithms used to realistically arrange
the assemblymen. We observed that both methods are a significant
improvement relative to arrangement via a regular grid, random
sampling, or Poisson disk sampling, all of which were explored
in prior iterations. The crowd simulation techniques result in an
organic, natural arrangement that appears physically plausible in
comparison to other techniques. In the example shown in Figure 8,
the Predictive Avoidance Model approach produces a more plausi-
ble result, but we found that this was not the case for all scenar-
ios. We are unable to conclude from this work that one technique
regularly outperforms the other; however, we can identify several
interesting paths for future work based upon lessons learned.

6 FUTURE WORK AND CONCLUSIONS

In future work, we are most excited to extend the use of crowd
simulation within Bema. In our current implementation, we assume
that each simulated agent tries to reach a predefined goal position
close to the speaker area. A more realistic approach may be to
partition the Pnyx auditorium into predefined seating zones — it is
not clear that this was done in practice, but the possibility has been
noted in the literature (e.g. [18]). Spreading out the goals could
improve the flow rate and relieve “constant pushing behavior” that
we have observed in some of the current simulations.

Another interesting and more challenging problem is to dynami-



cally assign seats to the members of the assembly. We have reasons
to believe that the Athenians did not remain stationary throughout
the entire assembly proceedings. It is likely many would move in
response to environmental changes in order to ensure their compre-
hension of the speaker. This was very important, as natural phe-
nomena, like the wind, could significantly impair the hearing, espe-
cially in tightly-packed gatherings or when the speaker had a quieter
voice. We believe that goal-seeking proxy agents could be added to
our simulation framework in order to accomplish this; these agents
would dynamically explore the scene and assign appropriate seats
to the virtual attendants following the approach of Yeh et al. [31].

The Bema interface has already indicated early impact in the ap-
plication domain. From this work, we hope that other researchers
can gain insight about possible methods for combining, adapting,
and extending 3D user interaction techniques to create full interac-
tive systems for data analysis and exploratory visualization. Over-
all, we see great potential for continued use of advanced 3D user
interfaces for cultural heritage, digital humanities, and experien-
tial data analysis applications and encourage the use of case studies
applied to real immersive data analysis challenges as an important
continued mode of 3D user interface research.
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