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Figure 1: Left: A user manipulates a pen-shaped stylus to enter text in a virtual reality CAVE, where traditional keyboard
interaction limitsmobility.Center: The Tilt-Type interface uses small fingermotions to tilt the stylus along two axes, changing
the selected character in a binned layout.Right: The Arc-Type interface uses a rotational gesture and interactions with a touch
slider to select characters from a radial layout.

ABSTRACT
As immersive, room-scale virtual and augmented reality become
more utilized in productive workflows, the need for fast, equally-
immersive text input grows. Traditional keyboard interaction in
these room-scale environments is limiting because of its
predominantly-seated usage and the necessity for visual indicators
of the hands and keys potentially breaking immersion. Pen-based
VR/AR interaction presents an alternative immersive text input
modality with high throughput. In this paper, we present two novel
interfaces designed for a pen-shaped stylus that do not require the
positioning of the controller within a region of space, but rather de-
tect input from rotation and on-board buttons. Initial results show
that compared with Controller Pointing text entry techniques, Tilt-
Type was slower but produced fewer errors and was less physically
demanding. Additional studies are needed to validate the results.

CCS CONCEPTS
• Human-centered computing → Text input; Virtual reality;
Mixed / augmented reality.
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1 INTRODUCTION
Immersive environments using virtual or augmented reality (VR
or AR) are increasingly used for training, visualization, gaming,
and creative pursuits [40, 43]. The technology has improved and
become affordable. Indeed, a 2017 industry survey found that “...
virtual reality has arrived: it works! It is mature, stable, and, most
importantly, usable" [4]. However barriers to full adoption remain.

In particular, symbolic or text input remains a challenge. People
are quite skilled at using keyboards in traditional desktop comput-
ing, but when wearing a head-mounted display (HMD) the lack of
visual feedback makes typing more difficult [41, 56]. Recent work
has focused on exploring alternative virtual representations of the
keyboard and hands [25, 34] and using mixed-reality systems to
overlay camera data of the user’s hands with virtual content [31].
Yet these approaches require the user to be seated and do not work
for room-scale VR or AR, the scenarios with the highest potential
immersion and use of physical navigation to enhance presence.

As the breadth of room-scale VR applications continues to grow,
so too does the need for immersive, fast, and low-effort textual
interfaces that can be used while standing or moving around. Ex-
isting controller-based VR/AR text input methods (e.g. raycast
selection[50]) suffer from two primary issues: (1) They are more
tiring than keyboard-based techniques, and (2) They are much
slower.

Unlike a keyboard where a user can rest their palms on a desk,
VR/AR text input techniques often utilize spatial positioning of
controllers to select individual characters, leading to increased
fatigue and lower writing speed. The design of commonly available
VR/AR controllers exacerbates this issue. Commonly clutched with
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the whole hand in a power grip, spatial movement of the controller
requires movement of the wrist or entire arm, using much larger
muscle groups than simply typing keys on a keyboard.

Three-dimensional user interfaces (3DUI) using a pen-shaped
stylus may address these issues. Pen-based interaction has already
proven at least as efficient as a mouse, which is in turnmore efficient
than a standard VR controller in Fitts’ law selection tasks [45].
However, attempting to use a pen-based input systemwhile holding
a tablet (e.g. Virtual Notepad [47]) produces high levels of arm
strain [9]. Using the pen alone to write in midair is inefficient
because of low character recognition accuracy [21].

Nevertheless, the fine-motor control and increased selection
accuracy of a pen-based input device still provide benefits for al-
ternative text input techniques, particularly if only used for simple
text inputs like search queries, entering login information, or chat-
ting. In this paper, we present two novel interfaces, Tilt-Type and
Arc-Type, for text input using a pen-shaped stylus controller in a VR
CAVE or room-scale VR environment. Our primary contributions
are an exploration of the design space for pen-based text input and
development of the two interfaces. Although the Covid-19 pan-
demic limited us from performing a formal in-person evaluation,
we also contribute an analytical discussion of the opportunities and
obstacles presented by each interface, lessons learned, and anecdo-
tal evidence with an expert user comparing the interfaces to the
commonly used raycasting-based interface.

The paper begins by describing related work on text input tech-
niques for immersive environments. Then, we present the design
and implementation of two novel input techniques. The paper closes
with a discussion of a preliminary evaluation, lessons learned, limi-
tations, and conclusion.

2 RELATEDWORK
Text input has been extensively studied. For an in-depth explo-
ration of previous interfaces and how their performance compares,
see Dube and Arif’s 2019 survey [15], Speicher et al.’s 2018 selection-
based text entry comparison [50], or Boletsis and Kongsvig’s
controller-based comparison [5]. Here, we present an overview
of the predominant interface types and a discussion of the most
relevant pen-based text input techniques.

2.1 Speech and Physical Keyboards in VR/AR
Speech recognition is a natural mode of text entry for room-scale
virtual environments, and recent systems (e.g. SWIFTER [46]) have
been able to obtain speeds up to 23.6 words per minute. However,
several issues can impede its use. Noisy environments, accents, and
speech impediments can cause recognition errors [26] that are hard
to correct [53]. Use in public environments or with multiple users
can have privacy and obtrusiveness issues [26]. Most importantly,
it might interfere with other cognitive processes in a way that
physical interfaces like Tilt-Type and Arc-Type do not [49].

Physical QWERTY and AZERTY keyboards present an alterna-
tive. They have been and continue to be the most efficient and
ubiquitous ways to input text at a console, and studies exploring
their use in VR have uncovered a similar result. Most users have en-
gaged with these layouts for the majority of their life, and therefore

minimal training or adjustment is needed to regain 60% or more of
a user’s desktop speed and accuracy [33].

There are two primary concerns with utilization of physical
keyboards in VR; use of a head-mounted display (HMD) occludes
the user’s view of their hands and keyboard, and keyboards are
usually impractical in a room-scale VR environment [44].

Several researchers have worked to address the first concern.
Walker et al. [56] developed an auto-correct decoder based on Veloc-
itap [55] to compensate for errors. Others have studied the impact
of providing virtual avatar hands [34], representations showing
positions of the fingertips [25], and using AR to provide blended
views of the user’s hands with the virtual content [41]. The results
of this work are clear: providing additional visual feedback im-
proves performance when typing on physical keyboards in VR/AR;
however, this comes at the expense of working in front of a green
screen [25, 41] or augmenting the hands with tracking markers [26,
34].

Of note, the HawKEY interface [44] avoids these tracking issues
by using a standard RGB-D camera and allows for greater flexibility
in room-scale applications through the use of a portable keyboard
worn by the user. However, users complained that the straps holding
the keyboard were uncomfortable and that ergonomically it was
too close to the body.

In contrast to these interfaces, our work does not purport to
match a standard keyboard’s performance for word processing.
Instead, the Tilt-Type andArc-Type interfaces presented in Section 3
are designed to satisfy the need to make quick and simple text
interactions while physically moving, e.g. searching for a file to
load, writing simple annotations about the environment, or chatting
with dispersed users. In these contexts, the lack of speed may be
compensated by auto-correction and -completion, as well as the
brevity of the text to input. In these common, fast-use cases, the
inconvenience of leaving immersion to sit at a desk is potentially
greater than that of learning a novel interface.

2.2 Gesture and Controller VR/AR Text Input
The desire for fast, easy, and immersive text input is not new, and
there have been many attempts at novel input interfaces. The most
successful of these interfaces rely on ‘hunt-and-peck’ character
selection using ray casting based on head pointing [59, 60] or con-
troller pointing [50]. These techniques are able to achieve about
15 words per minute (WPM) [50], but by using Swype algorithms
where the gesture path serves as input rather than selecting individ-
ual characters, experts are able to perform up to 34 WPM [11, 32].

Other approaches have used pinching between the thumb and
different knuckles (e.g. BlueTap [13]) or between the thumb and
fingertips (e.g. Pinch Keyboard [9] and PinchType [18]) to select
characters. Pinch Keyboard is particularly worth noting for this
project because it uses a rotation gesture of the user’s wrist to select
a set of characters followed by pinching a digit to their thumb to
select one of four characters in the set. This inspired a similar two
step process for our Arc-Type interface where the user first selects
a letter using a rotation gesture followed by progressively refining
the character choice.

In addition to raycasting and pinch interfaces, VR wand con-
trollers have been explored for text input in VR/AR. For example, a
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Figure 2: The Tilt-Type interaction. Left: Rotating the stylus
left/right relative to the user’s body changes the selected bin
of characters (shown in Figure 3). Right: Pitching the stylus
toward/away from the body, changes the selection within a
bin.

drum-like keyboard [6] allows a user to tap keys. HiPad [30] uses
the circular touchpad on a common VR controller to select charac-
ters laid out in a circle. PizzaText[61] similarly uses a pair joysticks
(as on a modern game console controller). One joystick selects a
‘slice’ of four characters, and the other designates which character
to choose within the slice. HiPad and PizzaText are similar to our
interfaces in that they try to exploit smaller fine-motor control of
the thumb rather than large arm movements to improve control
and lower fatigue. However unlike the game controller used in
PizzaText, the form factor of the pen-based controller for Tilt-Type
and Arc-Type can be used for more 6DoF (degrees-of-freedom) in-
teractions besides text input. While the VR wand used in HiPad
can provide similar additional 6DoF interactions, prior studies have
found that pen-based controllers outperform wands for selection
tasks [3, 36, 45].

2.3 Pen-Based VR/AR Text Entry
Compared with other types of input devices, there has been rela-
tively little work on pen-based text entry techniques for VR/AR.
Directly writing in the air has low character recognition accuracy,
leading to many errors [21]. As a result, most pen-based interfaces
use a pen and tablet approach, where the tablet records the interac-
tion. The Virtual Notepad [47] uses a 3D-tracked tablet for simple
hand-written annotation, although an optical character recogni-
tion algorithm is needed to use the output for anything other than
viewing by other people. ‘Connect the Dots’ [20] attempts to avoid
this issue by using a grid of dots that the user connects with a pen
to form alphanumeric letter shapes, but a preliminary evaluation
shows that this approach is still error-prone.

Bowman et al. [9] compared a pen-and-tablet-based keyboard
to speech, Pinch Keyboard, and a chord keyboard. The pen-and-
tablet keyboard was found to have moderately fast input with the
fewest errors, and they advocate for more research on pen-based
interfaces.

All of the approaches that combine pen-and-tablet input require
the user to hold an extra device which can be cumbersome and
lead to additional fatigue and the Gorilla arm effect [7]. However,
given the increased pointing accuracy and fine motor control of a
pen compared with standard wand-based VR controllers [44], we

Figure 3: The standard (top) and alternative (bottom) 7x4
grid layouts for Tilt-Type. The columns are visually grouped
into ‘bins’ of characters. The alternate layout is triggered by
the secondary stylus button.

.

explore alternative approaches for pen-based text input that do not
require a tablet or suffer from character recognition issues.

3 PEN-BASED VR/AR TEXT INPUT BEYOND
WRITING

In this section, we present the design and implementation details
for two 3DUIs designed to take advantage of pen or stylus-shaped
input devices like the OVR Stylus [28], LogitechVR Ink [37], or
Massless Pen [12]. The interfaces were designed and tested for use
in a stereoscopic four-wall VR CAVE display or with a Windows
Mixed Reality HMD, but they are broadly applicable to any VR or
AR display configuration.

3.1 Tilt-Type
Tilt-Type is designed to leverage the fine-motor control of the
fingers when gripping the stylus input device like a pen. Similar
to the process of writing — where small finger movements change
the orientation of a pen — Tilt-Type utilizes similar small finger
movements to tilt the stylus along two axes to select characters.
This approach draws parallels with TiltText [57] which uses tilting
of a mobile phone to disambiguate letter choices from a traditional
12 button mobile phone and TiltWriter [10] which uses mobile
device tilt to roll a ball over a virtual keybard to select letters.

The interface displays character choices in a horizontally-aligned,
binned layout, shown in Figure 3. Each bin contains four characters
organized alphabetically. The process of selecting a character is
shown in Figure 2. The user grips the stylus like a pen, holding the
barrel somewhat vertically. Rotating it slightly left or right selects
a bin (which darkens). Tilting the back of the stylus away from the
user chooses a character within the selected bin (highlighted in
green). A button press on the stylus confirms the character choice
and adds it to the text output.

The design of the interface was chosen to rely only on the angular
orientation change of the stylus rather than positional changes (e.g.
in raycasting approaches). This allows a user to hold the stylus
comfortably at their side when performing the interaction, lowering
the potential for fatigue. The visual highlighting shown on the
layout for the selected bin and character allow the gesture to be
performed accurately without directly viewing the stylus.
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Figure 4: The Arc-Type interaction. Left: pivoting the stylus
changes the selected bin in the radial layout (shown in Fig-
ure 5). Center: Sliding the index finger on a touch sensor
changes the character selection within a bin. Right: Releas-
ing the finger confirms the selection.

Through iterative testing, rotation and tilt angle ranges were
chosen to minimize the movement needed while still providing
a large enough angular change between bins and characters to
make selection accurate. The bin-selecting rotation gesture ranges
between [30 – -10] degrees from vertical for left-handed usage. The
ranges swap to [10 – -30] degrees for right-handed usage to make
it more ergonomic. The tilt gesture to select a character within a
bin ranges from [5 – 30] degrees from vertical.

Many VR/AR text interfaces only support simple alphabetic char-
acters [44]. In Tilt-Type, an alternative bin layout (shown in Fig-
ure 3) is provided to support more complex inputs that may be nec-
essary. The alternative layout is activated by pressing a secondary
button on the stylus. The bins are modified to contain numbers
and punctuation. The alternative layout also supports a backspace
button to remove previously output characters and correct errors.
Characters in the alternative layout are chosen using the same ges-
tures as the standard layout. Pressing the secondary stylus button
a second time toggles back to the standard alphabetic layout.

3.2 Arc-Type
While Tilt-Type explores the use of fine-motor control provided by
holding a pen-shaped stylus, we are also interested in exploring
the design space of combining fine-motor finger movements on the
pen with larger motions of the user’s wrist — similar in style to
how a user might use fine-motor control when writing, but larger
wrist or arm motions to underline or cross out text.

Inspired by the Pinch Keyboard [9], which uses a wrist rota-
tion gesture to pick character bins followed by finger pinches to
select characters within a bin, Arc-Type uses a similar interaction.
The graphical layout (shown in Figure 5) presents character bins
displayed radially in an arc. Like Tilt-Type, an alternative layout
containing numbers and punctuation is toggled by a secondary
button on the stylus.

The user interaction is shown in Figure 4. By rotating their
wrist, a user rotates the stylus around the z-axis. Angular change
is mapped to bin selection within the layout. After selecting a bin,
the user slides their index finger forward or backward along the

Figure 5: The standard (left) and alternative (right) layouts
for Arc-Type. Seven bins arranged radially each contain four
characters. A virtual stylus representation is fixed to the
center of the arc and its orientation updates with angular
changes of the physical stylus to aid visual feedback.

touch sensor available on many common VR/AR styluses (e.g. OVR
Stylus [28], LogitechVR Ink [37], or Massless Pen [12]) to select a
character within the bin. Releasing the touch sensor confirms the
selection.

Through iterative testing, the bin-selecting rotation is constrained
between [45 –145] degrees from vertical to be comfortable to the
user. It is important to emphasize that the bin selection is based
on angular changes of the stylus not raycasting, despite showing a
virtual stylus at the center of the bin arc to give additional feedback
for the currently-selected bin. This allows the visual feedback to
be spatially positioned disjointly from the stylus’ physical location
so that the user can comfortably perform the gesture in a more
relaxed arm state.

3.3 Implementation
Tilt-Type and Arc-Type were implemented in C# using the Unity3D
[52] game engine. They were tested using a four-walled VR CAVE
display driven by a single computer with two 3.5 GHz Intel Xeon
E5-2637 processors and three NVidia Quadro P5000 graphics cards.
Multiple networked instances of Unity3D are run (one per dis-
play) to provide the stereoscopic rendering using the MinVRUnity
library [29].

Shown in Figure 6, an implementation of the open-source VR
stylus (OVR Stylus) [28] was created to be used as a pen-like input
device. A touch potentiometer slider runs down the tip end of the
stylus body, with two buttons along the side. The button closer to
the tip is mapped to confirming character selections in Tilt-Type
and the second button, closer to the back, is mapped to toggling

Figure 6: The OVR Stylus [28] used in the implementation.
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the alternative layouts. Reflective marks on the tip and back of the
stylus are tracked using an OptiTrack [27] motion capture system
communicating with Unity3D through the VRPN library [51]. This
provides a full 6DoF (six degrees-of-freedom) controller.

Because the slider on the stylus is implemented with a poten-
tiometer it reports touch values as an integer in the range 0 to
64 as finger pressure changes the electrical resistance along its
length. Pressing close to the back of the stylus reports values near
0 and pressing the slider near the tip reports values near 64. For
the Arc-Type interface, changes in the slider value are mapped to
changes in character choice. When the finger is removed from the
potentiometer, the electrical resistance quickly drops to zero. This
behavior is used to detect the finger release action that confirms
character selection in Arc-Type. To gain more precision in detect-
ing this event and disregarding noise, a dead-zone is introduced at
the end farthest from the tip of the stylus, consuming the values
0-8 as invalid. When the reported value crosses this threshold a
gradient-ascent algorithm is used to detect the previous value that
was reported when the finger released.

4 EVALUATION AND DISCUSSION
In this section we report on several types of results. Unfortunately,
due to the Covid-19 pandemic we were unable to run an in-person
study to evaluate the interfaces, and relatively-low adoption of pen-
based controllers precluded us from running a distributed study.
Instead we report an analytical discussion of our own use of the Tilt-
Type and Arc-Type interfaces. The results include both qualitative
insights, such as observations, lessons learned, and refinements
made during iterative development, as well as quantitative metrics
recorded during use. We start by describing an additional interface
that was implemented for comparison, and finally the results.

4.1 Comparison Interface
To compare Tilt-Type and Arc-Type to state-of-the-art interfaces,
we implemented a Controller Pointing interface, based on the inter-
action defined by Speicher et al. [50] whichwas found to outperform
the other methods that they studied. Unlike the original Controller
Pointing, our implementation was modified to only use a single
6DoF stylus controller rather than two traditional wand controllers.
Shown in Figure 7, a ray is cast from the tip of the stylus highlight-
ing the selected character in a QWERTY layout. Pressing the front
button on the stylus confirms a selection.

4.2 Phrase Set
Phrase sets for evaluating text input techniques fall into two cate-
gories: (1) simple sentences containing only single-case alphabetical
letters or spaces, or (2) complex sentences mixing case and includ-
ing numbers or more complex symbols. Although all interfaces
tested include the ability for complex sentences, we chose to evalu-
ate using only simple sentences to facilitate comparison with other
recent VR text input studies that do likewise [5, 41, 50, 56]. Based on
the commonly used Mackenzie phrase set [38], 36 simple sentences
were chosen at random. This smaller subset (36 of the 500 possible
phrases) was used to make the study completable in a reasonable
time period. The mean sentence length is 26 characters (SD = 4.17).
The mean number of words per phrase is 4.97 words (SD = 0.87).

Figure 7: The Controller Pointing interface used for compar-
ison. A ray is cast from the tip of the stylus to select charac-
ters in a QWERTY layout.

Table 1: Summary of quantitative results. Standard devia-
tion shown in parentheses.

Interface Blind WPM Perfect WPM PER Angular Travel PIT

ArcType 2.8 (0.20) 1.6 (0.54) 23. (8.0) 8.6E3 (5.5E3) 9.6E2 (6.6E2)
TiltType 5.3 (0.37) 4.6 (0.50) 8.6 (4.6) 1.5E3 (3.2E3) 4.0E3 (7.5E2)
Raycast 8.8 (0.88) 6.6 (1.1) 15. (6.9) — —

Figure 8: Entry speed (WPM) results for blind and perfect
trials. Bars indicate mean value and the error bars are one
standard deviation.

4.3 Metrics and Results
The interfaces were tested by one of the authors who is experienced
with other VR interfaces (including raycast-based selection), but
who had previously only used the interfaces in the study in a limited
form for testing purposes. Although with such a limited sample
size, no valid statistical conclusions can be drawn from the results,
we present metrics to facilitate discussion and analysis.

The 36 phrase set was divided equally at random between the
interfaces so that each interface was tested with 2 practice phrases
and 10 recorded phrases. Text entry studies usually use either blind
trials where the participant can see that a character has been output
but not the specific value, or perfect trials where the user is forced
to correct errors before they can advance. The former preferences
speed (since users do not have to spend time correcting errors),
while the latter represents more realistic text entry scenarios. To
provide balance, the first five recorded trials for each condition were
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Figure 9: Total Angular Displacement. Bars indicate mean
value, and the error bars are one standard deviation.

blind and the last five required perfect output. The trials startedwith
a button click and ended automatically when the correct number
of characters had been entered for blind trials or a correct output
was obtained for perfect trials.

Metrics for evaluation include entry rates, error rates, and mea-
sures of travel distance. All metrics are summarized in Table 1. In
addition to these metrics, data was collected on the position of the
stylus on character selection.

4.3.1 Words Per Minute (WPM). WPM is commonly used to mea-
sure the text entry rate. A word is defined as five characters includ-
ing the space. Let 𝑂 be the output string, |𝑂 | represent the length
of 𝑂 in characters, and 𝑡 be the amount of time in seconds that the
user spent inputing𝑂 . As in Speicher et al. [50], WPM is calculated
as:

𝑊𝑃𝑀 =
( |𝑂 | − 1) chars
5 chars/word

× 60 secs/min
𝑡 secs

=
12( |𝑂 | − 1)

𝑡

words
min

Shown in Figure 8, the Controller Pointing interface was the
fastest with 8.8 (SD=0.88) WPM for blind trials and 6.6 (SD=1.1) for
perfect trials, followed by Tilt-Type with 5.3 (SD=0.37) WPM for
blind trials and 4.6 (SD=0.5) for perfect trials. Arc-Type performed
the slowest with 2.8 (SD=0.2) WPM for blind trials and 1.6 (SD=0.54)
WPM for perfect trials.

4.3.2 Percent Error Rate (PER). PER is calculated using the Leven-
shtein distance (𝐿𝐷) [35] between the prompt and the output string.
In addition to the previously defined symbols, let 𝑃 be the prompt
string.

𝑃𝐸𝑅 =
100 × 𝐿𝐷 (𝑃,𝑂)
𝑚𝑎𝑥 ( |𝑃 |, |𝑂 |)

Because by definition perfect trials do not contain errors, only
blind trials are used for analysis. Tilt-Type had the lowest percent-
age of errors with a mean PER of 8.6 (SD=4.6) percent, followed by
Controller Pointing interface with 15.1 (SD=6.9). Lastly, Arc-Type
had the highest percentage of errors with 23.7 (SD=8.0) percent.

4.3.3 Percent Ideal Travel (PIT). Because Tilt-Type and Arc-Type
rely heavily on rotations of the stylus, we are interested in the

Figure 10: Percent Ideal Travel (PIT) results. Bars indicate
mean value, and the error bars are one standard deviation.

extent that a user can efficiently select the precise angular change
to move from one character selection to another. Percent Ideal
Travel calculates the ratio between actual travel, 𝑇 , and the ideal
travel, 𝐼 . Travel is measured by the total angular displacement of
the stylus orientation, i.e. the amount a user rotates the stylus to
transition between selecting each character in a phrase.

The ideal travel is calculated depending on the layout and inter-
face type. For Tilt-Type, 𝐼 takes into account the need to rotate the
stylus to select a bin and tilt the stylus to select a character within
the bin. Let 𝑑𝑧 be angular rotation necessary to shift bins, and 𝑑𝑥
be the angular change to travel between centers of adjacent keys
in a bin. Ideal travel is given by:

𝐼 =

|𝑃 |−1∑
| |Δ(𝑂𝑖 ,𝑂𝑖+1) · (𝑑𝑥, 𝑑𝑧) | |

where Δ returns the displacement in keys between two charac-
ters in a layout (e.g. using the Tilt-Type layout shown in Figure 3,
we see that Δ(𝐶, 𝐿) = (2, 1)). For Arc-Type, 𝐼 is calculated similarly
to the above equation, but only takes into account the rotation
necessary to change bins (because character selection within a bin
is accomplished with the slider). Thus, PIT is calculated as:

𝑃𝐼𝑇 =
100 ×𝑇

𝐼

The total angular displacement for Arc-Type and Tilt-Type com-
pared with the ideal travel is shown in Figure 9. The PIT for both is
shown in Figure 10. Tilt-Type hadmore than four times the PIT com-
pared to Arc-Type (4000 [SD=750]% compared to 960 [SD=660]%).
In practice, human input will always result in a PIT far greater than
100.

4.3.4 Stylus Positioning. The position of the stylus controller was
captured for each output character. Positions are shown as a point
cloud in Figure 11 left. The projections onto the xy and yz-planes
are shown in the center and right image respectively. The UI and
visual feedback were displayed in the xy-plane.

Figure 11 center shows that the Controller Pointing and Arc-
Type interfaces have more dispersed distributions, corresponding
with greater physical navigation to select characters. The Tilt-Type
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Figure 11: Left: Point clouds show the stylus position on each character selection. Center: Projection of the position data to the
yx-plane (aligned with the UI). Right: Projection to the yz-plane.

interface shows a tighter distribution with less stylus translation. It
is also lower in height corresponding with the ability to hold it in a
relaxed posture at one’s side rather than pointing at a key layout.

4.4 Discussion and Lessons Learned
The Controller Pointing interface had the fastest entry times but the
second highest error rate compared to the other two interfaces. Its
WPM rate is roughly half that reported in other studies using con-
troller pointing (e.g. Boletsis and Kongsvik’s 16.65 (3.28) WPM [5]
and Speicher et al.’s 15.44 (2.68) [50]); however, both studies used
bi-manual pointing with two controllers rather than one, which
explains this doubling in speed.

The Controller Pointing interface’s higher error rate may be at-
tributed to several factors. Foremost is that small movements caused
by fatigue or muscular jitter are amplified down the pointing ray,
leading to larger variations of selection. Prior work has found that
users typically have ±5 rotational degrees of noise when trying to
hold a controller steady while pointing at a target [19]. This level of
rotational noise can change the ray intersection point with a menu
presented two meters from the user by almost 35 cm. This was less
of an issue for Tilt-Type and Arc-Type because they only rely on an-
gular changes at the origin of the stylus where 5 degrees is less than
the rotation needed to change bins. We noticed that clicking the
selection button while using the Controller Pointing interface intro-
duced a strong downward deviation of the selection ray, previously
coined as the “Heisenberg effect" [8]. In fact, 100 percent of the Con-
troller Pointing interface errors were selections one letter below
the target within the layout, compared with 11 percent in Tilt-Type,
where the vertical orientation of the stylus prevented this issue.
Over time, the tester found himself automatically compensating
for this by making selections with the ray intersecting the top of a
character box in the layout so that the downward movement would
still be contained inside the key; a practice consistent with how
users adapt to mis-recognition errors in gesture-based text entry
interfaces [1]. It is possible that performance would be improved
by modifying the bin layout to have greater height compared to
width for Controller Pointing to account for these errors. This was
not a problem for Arc-Type because it uses finger releases rather
than button presses for confirmation.

It is useful to compare the jitter and Heisenberg effects for pen-
based controllers with traditional VR wands. A study comparing

interaction with laser pointers found that a wand-like device had
less jitter than a pen-based laser pointer held in a precision grip [42].
Similarly, a VR study found that pen-based controllers had a higher
level of high-frequency rotational jitter [3]. These results can be
explained by basic physics. Wand controllers are usually large than
pen-based ones, and the increased mass has a higher inertia requir-
ing greater force to move them [2]. The use of a power grip rather
than a precision grip also makes it easier to resist the forces of
button-pressing. Several studies have explored grip forces on pens
when writing [17] or drawing [24], but to our knowledge no evalua-
tions of grip force when pressing buttons on pen-based controllers
exist. In the precision grip (Shown in Figure 6) the thumb, index,
and middle fingers form a small tripod that can act as a pivot point
if a button is not directly aligned above the region where the fingers
contact the stylus cylinder. This has important implications for the
button layout when designing pen-based controllers. Despite the
increased jitter, several recent studies (e.g. [3, 36, 45] have shown in-
creased performance and fewer errors using pen-based controllers
in a precision grip compared to traditional wands using power grips.
This is likely because the precision grip provides increased dex-
terity and control, observed in children learning to write [48] and
illustrated by the increased cortical area in the brain for processing
finger motions compared with the wrist or arm [2, 62].

Compared to Controller Pointing, Tilt-Type’s lower WPM may
be attributed to the challenge of precisely selecting a particular
angle. A prior study using a model based on Fitts’ law found that
controller pointing with a pen device is able to achieve a throughput
of 4.7 bits/s. (Pointing with a standard controller only achieved 4.0
bits/s) [45]. In contrast, a study applying Fitts’ law to tilt-based in-
teraction with a mobile device found a throughput of 2.3 bits/s [39].
Our results are consistent with the lower throughput of angular
selection. In a controlled study of pen-tilt interaction with surfaces,
Xin et al. [58] found a decreasing power relationship between an-
gular width and selection time. Tilt-Type’s angular width to change
between bins and characters is quite small to reduce the motion
needed by the fingers. This likely led to additional rotation as the
user first roughly targets the correct angle before slowing down to
finely narrow in on the selection. This theoretical model of goal-
directed aiming separates the movement into two phases: the initial
ballistic phase and the correction phase [16], and it has been shown
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to hold for 3D user interaction [14]. The PIT data support this con-
clusion, with the actual travel angle much higher than the ideal
angle needed. The larger PIT for Tilt-Type compared to Arc-Type
is likely due to this error being compounded for both the rotation
and tilt angles in Tilt-Type compared with just using rotation for
bin selection in Arc-Type, as well as the smaller angular widths
in Tilt-Type . The error may also have been affected because jitter
with smaller angular widths can lead to incorrectly changing bins
on selection. 56 percent of errors with Tilt-Type were selections of
the character in the bin to the left or right of the target. It is likely
that Tilt-Type’s entry speed and accuracy could be improved by
increasing the possible range of motion (thus increasing angular
widths) while having a trade-off in additional fatigue. Further study
is needed to best characterize the ideal rotation ranges.

Arc-Type’s high error percentage and low entry speed is likely
due to a combination of the interface design and hardware. Al-
though the finger release on the touch slider to confirm a selection
avoids jittering the stylus, the physical movement of removing
and replacing the finger is slower than maintaining a finger on a
button. The hardware design may also have contributed to these
issues. The smooth cylindrical barrel made it difficult to constantly
maintain the same hand position on the stylus relative to the slider.
This combined with limited haptic feedback made it harder to de-
velop muscle memory for how far to extend the finger to select
specific characters within a layout bin, leading to additional time
after placing the finger at a position on the slider to move to the
correct location. The increased errors are also likely due to the use
of a potentiometer implementation for the slider. The potentiome-
ter required medium to strong finger pressure. Not using enough
pressure or slipping off of the edge of the slider while moving occa-
sionally led to character selection errors. Although potentiometers
are cheaper and more commonly available in the small size needed
for the stylus design, we recommend the use of a capacitive touch
sensor to improve the robustness for future pen-based controller
designs, and care should be taken to avoid causing additional user
stress with interaction techniques that use them.

In terms of comfort, Tilt-Type was strongly preferred for the
small movements and ability to hold the stylus in a relaxed posture
at the tester’s side. Controller Pointing and Arc-Type both suffered
from the so-called Gorilla arm, despite Arc-Type not depending
on positional changes. Beyond ergonomics, the limited angular
range for Tilt-Type and Arc-Type made it much easier to select
characters along the borders of the layouts. Fully rotating to one
side or the other maxed out the range without having to be precise.
This was particularly useful because the space and backspace keys
were mapped to the lower right corner of the layouts, making these
commonly used keys the easiest to select. In contrast, the Controller
Pointing interface requires precise selections for all the keys.

From this experience, we summarize our insights into the fol-
lowing lessons learned for pen-based text input design:

• Where entry speed is preferred, use Controller Pointing tech-
niques, but account for button-press jitter errors that may
be more prevalent compared to use of VR wand controllers.
Button confirmations with a secondary controller held in
the non-interacting hand may avoid issues.

• Favor angular-based approaches, like Tilt-Type, over posi-
tional ones to support the highest levels of comfort and avoid
issues with button-press jitter.

• Pen-based text interfaces relying on rotation can leverage
the easier selection of the outermost bins for commonly used
characters (e.g. the space key).

• Physical buttons with haptic feedback lead to fewer errors
compared with smooth slider input.

• Touch sliders on pen-like controllers should favor capacitive
sensing rather than potentiometers.

5 LIMITATIONS AND FUTUREWORK
With restrictions due to Covid-19, the scope of the planned user
study was severely restricted, making it challenging to generalize
our results. It is possible that with one user, who had previous
experience with raycasting-based interfaces, may have biased the
results in favor of Controller Pointing. The lower number of users
also made it impossible to counterbalance the interface order to
avoid learning effects. In future work, we plan to implement a full
controlled user study. If participants have prior experience with
raycasting-based interfaces, this could potentially be balanced in
the future with additional practice trials for Tilt-Type and Arc-Type.
This will allow us to more fully characterize the trade-offs between
these pen-based interfaces and more fully study the possible learn-
ing curve for Tilt-Type and Arc-Type.

In terms of improving performance, it is likely that both auto-
correct and auto-complete algorithms commonly used on mobile
devices would benefit Tilt-Type and Arc-Type, making them more
widely useful. Although not used in the study, we adapted the Sym-
Spell [23] symmetric delete search spelling correction algorithm
and PruningRadixTrie [22] auto-completion library to provide these
suggestions and auto-completion for a full interface. Further work
is needed to identify how these features affect the accuracy and
speed of the interaction.

Lastly, the alphabetical layouts were created to aid familiarity.
The numbers in the alternate layouts are grouped to mimic a num-
ber pad on mobile phones. It is possible that the vertical progression
of letters and the horizontal progression of numbers caused user
confusion. Likely more optimized layouts exist based on letter fre-
quency from bi-gram and tri-gram data. For example, the backspace
key is so commonly used that placing it in the standard layout rather
than the alternative layout would improve entry speed. Future work
will entail exploring how these layouts interact with the angular se-
lection options to optimize speed and accuracy, while using phrase
sets that integrate punctuation and special characters (e.g. [54]).

6 CONCLUSION
In this paper, we presented two novel interfaces, Tilt-Type and
Arc-Type , exploring the design space of text-input interfaces us-
ing a pen-shaped controller. These interfaces were designed to be
immersive, fast, easy, and efficient for entering small snippets of
text. Although they cannot match the speed of keyboard entry, they
provide the critical ability to support text input at a room-scale with-
out needing to return to a desk. Though initial evidence suggests
that both interfaces are slower than Controller Pointing, Tilt-Type
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was found to improve comfort and lower fatigue with fewer er-
rors, while still maintaining an entry speed comparable with other
room-scale text entry techniques. We hope that this work spurs
further pen-based stylus interface development and explorations
to improve the utility of room-scale VR/AR applications.
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